RAPID COMMUNICATIONS

PHYSICAL REVIEW E 76, 025201(R) (2007)

Global structure in spatiotemporal chaos of the Matthews-Cox equations
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We find that an amplitude death state and a spatiotemporally chaotic state coexist spontaneously in the
Matthews-Cox equations and this coexistence is robust. Although the entire system is far from equilibrium, the
domain wall between the two states is stabilized by a negative-feedback effect due to a conservation law. This
is analogous to the phase separation in conserved systems that exhibit spinodal decompositions. We observe
similar phenomena also in the Nikolaevskii equation, from which the Matthews-Cox equations were derived.
A Galilean invariance of the former equation corresponds to the conservation law of the latter equations.
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Various kinds of spatiotemporal chaos and weak turbu-
lence are found in nonlinear nonequilibrium systems [1-4].
In most cases, spatiotemporal chaos is homogeneous in
space. However, spatiotemporal chaos in some systems ex-
hibits spatially localized structures in its fluctuations. For
instance, shock waves are observed in the spatiotemporal
chaos exhibited by the Kuramoto-Sivashinsky equation with
stepwise boundary conditions [5], and coexistence of spa-
tiotemporal chaos and a regular state, called a chimera state,
is observed in some systems with nonlocal coupling [6-8].
In this paper, we report another mechanism of the coexist-
ence of spatiotemporal chaos and a regular state found in the
Matthews-Cox equations, which are derived from the Ni-
kolaevskii equation. The Nikolaevskii equation is proposed
as a model describing seismic waves in viscoelastic media
[9,10]:
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An equivalent equation is derived from a class of oscillatory
reaction-diffusion systems [11,12]. The uniform steady state
of this equation, u=0, is unstable with respect to finite-
wavelength perturbations when the small parameter € is posi-
tive. Because the equation possesses a Goldstone mode, due
to its Galilean invariance, the corresponding marginally
stable long-wavelength modes interact with the unstable
short-wavelength modes. As a consequence, spatially peri-
odic steady states do not appear; instead, spatiotemporal
chaos is realized supercritically [13—15]. A new type of am-
plitude equations describing this chaos have been derived by
Matthews and Cox [16]:
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where u=e’*A(x,1)exp(ix)+c.c.+€f(x,t)+---. The anoma-
lous scaling €’* is discussed in Refs. [16,17]. These
Matthews-Cox equations also exhibit spatiotemporal chaos.
First, we numerically integrate Eq. (2) in a finite system
with periodic boundaries using a split-step Fourier method.
Figure 1(a) shows a time evolution of |A|>. The initial con-
ditions are A=0 and f=-10sin{27(x—L/2)/L}, with small
perturbations, where L represents the spatial size of the
system. (The cases of other initial conditions are discussed
below.) As shown in this figure, |A|* is approximately equal
to zero in a central small domain. In the other domains, spa-
tiotemporal chaos appears. These results were observed pre-
viously in Ref. [18]. Figure 1(b) is an enlarged view of a
chaotic region 10<x <25 and 990<7<<994 in Fig. 1(a). The
solid and dashed curves show the time evolutions of |A(x,7)|?
and of f,=df/dx, respectively, where a wave packet propa-
gates from left to right. Figures 2(a) and 2(b) show (JA|*) and
(f) for L=150, where (-) represents a long-time average. It is
clearly seen that there are two spatially separated domains
exhibiting the spatiotemporally chaotic state and the ampli-
tude death state. In the former state, (JA|>)~5 and
(f)~0.33. In the latter state, (|A|*)~0 and (f,)~—4.65.
These values of (f,), 0.33 and —4.65, are important in our
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FIG. 1. (a) Temporal evolution of |A|?> for L=150. (b) Temporal
evolution of |A|? (solid curves) and f, (dashed curves) in the region
10<x<<25 and 990 <r<<994.

©2007 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.76.025201

HIDETSUGU SAKAGUCHI AND DAN TANAKA

(a) (b)

RAPID COMMUNICATIONS

PHYSICAL REVIEW E 76, 025201(R) (2007)

(c)

50 0.5
0.4 ¢
O\O
5 25 0.3 .
= 0.2 S
I N 4 A ) ho) °
< 3 v 0 0.1 Qg
v O ,,,,,,,,,,,,,,,,,,,,,,,, b S T
2 o
25 -0.1 Q Sq
1 0.2 %o
0 -50 -0.3
0 50 100 150 200 250 0 50 100 150 200 250 0.2 0.3 0.4 0.5 0.6
X X fo

FIG. 2. (a) Temporal average of |A|>. (b) Temporal average of f. (c) Maximum eigenvalue \ of the linear equation (4).

system, as discussed below, although we have not yet suc-
ceeded in determining these values theoretically. Owing to
the spatiotemporal chaos, the position of the amplitude death
domain fluctuates slightly. The mean position of this domain,
x~L/2, is determined by the initial conditions.

In order to elucidate why these two states coexist, we
consider the following linear equation with an inhomoge-
neous natural frequency f(x) that is an approximated func-
tion of (f) around x=L/2 shown in Fig. 2(b):

PA
—=A+4— - if(x)A,
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where we assume that the gradient of f(x) is a constant
—fo in almost the entire space, except that in the neighbor-
hood of the boundaries, the gradient is another constant re-
quired by the continuity of f(x): f(x)=—fy-(x—L/2) for
Ax/2<x<L-Ax/2, fox(L-Ax)/Ax for x<Ax/2 and
Jo(L—x)(L—Ax)/Ax for L—Ax/2<x, where Ax is suffi-
ciently small. Equation (3) is identical to the first equation of
the Matthews-Cox equations that are linearized around
A(x,1)=0 and f(x,1)=f(x), where f is assumed to be constant
in time, because temporal evolution of f is very slow in the
amplitude death domain [18]. Using a Fourier expansion
A(x)=2__A, exp(ikx) with k;=27l/L, we rewrite Eq. (3) as
coupled equations of A;:
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We numerically found that the maximum eigenvalue of the
equation (4) with Ax=0.1 and L=150 is negative for
Ifo| > foe~0.44, as shown in Fig. 2(c). In fact, above this
threshold, Eq. (3) exhibits the stable solution A=0. This sta-
bility is due to the inhomogeneous natural frequency f(x) as
studied in Ref. [19]. The amplitude death state is studied also
in coupled oscillators with randomly and widely distributed
natural frequencies [20]. Now, we consider the original equa-
tions (2) using the above results. Because the average value
of |f,| is sufficiently larger than the critical value f, in the
central small domain, as shown in Fig. 2(b), the amplitude
death state is stabilized. In contrast, in the spatiotemporal
chaos state, (|A|?) is not equal to zero, because (f,) is smaller

than the critical value and |A|*> and f, fluctuate in time. That
is, |A|? increases (decreases) at a spatial point where |f,| is
smaller (larger) than the critical value. Meanwhile, f de-
creases (increases) at a spatial point where d|A|*/dx is posi-
tive (negative), because the latter term plays the role of a
sink for f, as seen in Eq. (2). These interactions between the
two modes A and f cause the propagation of wave packets of
|A|%, as shown in Fig. 1(b), resulting in the spatiotemporal
chaos.
It is noteworthy that f satisfies the conservation law
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where j=—f,+|A|*>. Because of this conservation law and the
equation Kf)/dt=—d(j)/dx=0, the temporal average of the
current j must be homogeneously constant; i.e., {f,—|A|?) is
constant in the entire space. Indeed, (f,—|A|*)~-4.65 in
both domains. The ratio of the sizes of the two domains is
equal to the inverse ratio of {f,) in the two domains, because
the spatial average of f, is equal to zero. This type of relation
is satisfied in phase separation processes in conserved sys-
tems that exhibit a spinodal decomposition in alloys [21]. In
the spinodal decomposition, the coexistence of two domains
(or phases) requires equality of the chemical potentials of the
two phases. However, in our system, which is far from equi-
librium, such a free energy or chemical potential cannot be
defined.

Next, we confirm the robustness of this coexistence of the
two domains by carrying out several simulations. First, we
changed the spatial size of the system, L. Figures 3(a) and
3(b) show profiles of (|A]?) and (f) for L=300. {|A|?) re-
mained approximately unchanged compared with the case
for L=150. (f,) was unchanged too, although the maximum
and minimum values of (f) were 2 times larger. The absolute
value of the size of the amplitude death domain was also 2
times larger. These “enlargements” can be understood from
the size ratio of the two domains, as discussed below. (The
coexistence is observed for L>45. For smaller L, the ampli-
tude death state is unstable.) Second, we changed the initial
conditions. Figure 3(c) shows (|A|?) for a numerical simula-
tion started from random initial conditions around A=0 and
f=0 for L=150. One domain of the amplitude death state
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FIG. 3. (a) {JA|?) and (b) (f) for L=300. (c) {|A|?>) obtained from numerical simulations with random initial conditions for L=150. (d)
Temporal evolution of {{JA|?)) from the initial conditions A=0 and f=-8 sin[87(x—L/2)/L] with small perturbations for L=150.

appears spontaneously. (The initial condition used first in this
paper is merely to locate the domain in the neighborhood of
x=L/2.) Figure 3(d) displays the time evolution of ({|A|?))
for a numerical simulation started from initial conditions A
~0 and f~-8sin[8m(x—L/2)/L] for L=150, where ({-))
represents the average for a temporal period between 1000n
and 1000(n+ 1) for each integer n. In a transient regime, two
domains of the amplitude death state appear at x~ 10 and
x~75. After this transient, the two domains merge into one.
(This is analogous to the coarsening process in phase sepa-
rations [21].) The above results suggest that, in the
Matthews-Cox equations, the homogeneous spatiotemporally
chaotic state with (f,) ~0 is unstable and the entire space is
spontaneously and robustly separated into the two domains
that exhibit the spatiotemporal chaos with (f,)>0 and the
amplitude death state with (f,) <0, respectively.

To obtain an understanding of the mechanism of this ro-
bust coexistence, we consider the motion of the domain wall.
The size of the amplitude death domain is relatively small in
the Matthews-Cox equations (2). We find that this domain
size is changed if the spatially averaged value of f, is
changed, which is presented in the following equations:

JA PA

E =A +4E —i{f+fo(x—LI2)}A,
af _&f AP
e (6)
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where f;, is a nonzero constant. The two variables A and f’
= f+fo(x—L/2) obey the original Matthews-Cox equations,

and the spatially averaged value of f is f, (#0), if periodic
boundary conditions are assumed for A and f. Figures 4(a)
and 4(b) show (|A|?) and (f") with f,=—1.4 (solid curve) and
fo=-2.7 (dashed curve) for L=150. The initial conditions are
A=0 and f=0 with small perturbations. In the domain of
spatiotemporal chaos, (|A|?) and (f,)are approximately equal
to 5 and 0.33, respectively. In the amplitude death domain,
these values are approximately equal to 0 and —4.65, respec-
tively. Although the initial conditions are A ~0 and f~ 0, the
amplitude death domain is located in the neighborhood of the
boundaries, because the profile of £’ has a jumps; i.e., |f1] is %
at the boundaries. The size ratio of the two domains, r, can
be estimated as r=(f,+4.65)/4.98, because the spatial aver-
age of f| is equal to 0.33r—4.65(1—r) (=f,). This theoretical
estimation r=(f,+4.65)/4.98 is confirmed numerically, as
shown in Fig. 4(c), where the parameter f, is gradually de-
creased from f,=0. (This fact provides an understanding of
the above “enlargements.”) When f, is equal to —4.65, the
ratio r substantially vanishes. For f,<-4.65, A vanishes in
the entire space. For —4.65 < f;,<<0.2, the two domains char-
acterized by the gradient values (f;)=0.33 and —4.65 coexist,
and the domain walls do not move temporally, even if f; is
changed. This is because the conservation law of f produces
a negative feedback effect on the system as follows. If the
size of the chaotic domain is increased (decreased), f; de-
creases (increases) in this domain and increases (decreases)
in the amplitude death domain. Thus, the stability of the
amplitude death state becomes stronger (weaker). As a result,
the size of the amplitude death domain tends to increase
(decrease); i.e., the motion of the domain wall stops. The
domain wall does not move only when (f}) is 0.33 and —4.65
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FIG. 4. (a) {JA|*) and (b) (f') for fy=—1.4 (solid curve) and f,=—-2.7 (dashed curve) exhibited by Eq. (6) for L=150. The two lines,
included for reference, have slopes of 0.33 and —4.65. (c) The size ratio of the chaotic domain, r, as a function of f,. The dashed line is
r=(fy+4.65)/4.98, estimated theoretically. (d) (|{A|?) as a function of f,.
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FIG. 5. (a) Temporal average of u for L=757 and (b) for L
=150 in the Nikolaevskii equation (1) with €=0.02. The initial
conditions are u=-0.5sin[2m(x—L/2)/L]-0.02 sinx with small
perturbations.

in the chaotic and amplitude death domain, respectively. This
is one possible origin of the coexistence of the spatiotempo-
ral chaos and the amplitude death state.

Figure 4(d) shows (|A|?) at x=L/2 as a function of f;,
where (|A|?) is approximately equal to constant value 5 for
f0<<0.2 and vanishes at f{,~0.39. This threshold corresponds
to the following critical value. At f,=0.38, (f.)~0.44 in the
chaotic domain. This value is close to the critical value of the
linear stability of the solution A=0 in Eq. (3). Thus, at f
=0.38, the amplitude death state A=0 is stabilized in the
entire space and (|A|?) vanishes. (The temporal average {f.)
is approximately equal to constant value 0.33 for f;,<<0.2 in
the chaotic domain.)

Finally, we show that a similar phenomenon is observed
in the Nikolaevskii equation (1). Figures 5(a) and 5(b) show
(uy for L=757 and L=1507, respectively. Here (-) repre-
sents an average for the time period between r=3500 and
4500. The global structure of {u) is reminiscent of the profile
of f in the Matthews-Cox equations. In some domains (e.g.,
in the neighborhood of x=20,210 for L=1507r), (1) exhibits
a negative and sufficiently sharp slope. These domains cor-
respond to the amplitude death domains exhibited by the
Matthews-Cox equations, where f, is a negative and suffi-
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ciently small value. In the other domains, () exhibits a posi-
tive slope as a trend. These correspond to the chaotic do-
mains, where spatially periodic fluctuations with wave
number k£~ 1 dominate. The spatial positions of the ampli-
tude death domains seem to move more randomly (owing to
the spatiotemporal chaos) in the Nikolaevskii equation than
in the Matthews-Cox equations. This difference may be due
to higher harmonics, which are ignored in the Matthews-Cox
equations. The domain separation becomes unclear because
of the random motion of the amplitude death domain when €
is increased. This can be expected from the fact that, at larger
€, typically €>0.1, the two modes A and f become indistin-
guishable and the Matthews-Cox equations cannot describe
the Nikolaevskii chaos. In fact, the Nikolaevskii equation
with such large e exhibits Kuramoto-Sivashinsky-like turbu-
lence, where interaction among long wavelength modes is
dominant [17].

In summary, we have found a global structure in the spa-
tiotemporal chaos exhibited by the Matthews-Cox equations.
This structure is robust and characterized by the coexistence
of spatiotemporal chaos and an amplitude death state. Simi-
lar behavior was found also in the Nikolaevskii equation in
the neighborhood of the onset of instability (e~ +0). The
amplitude death state becomes stable when the gradient of f
is sufficiently large. In contrast, the spatiotemporal chaos ap-
pears when the gradient of f is not so large. That is, there
exists a kind of bistability in the Matthews-Cox equations.
The spatial average of f, is fixed to be a constant, which is
required by the conservation law of f. This conservation law
plays the role of a negative feedback in the system, stabiliz-
ing the coexistence of the two domains. This phenomenon is
analogous to the phase separation in conserved systems.
Both the conservation law and bistability are essential for the
domain separation, and we think that similar behavior will be
observed in other systems with such bistability and conser-
vation laws.
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